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Abstract In the last decade combined quantum mechanic/
molecular mechanic (QM/MM) methods have been applied
to a large variety of chemical problems. This paper describes
a new QM/MM implementation that acts as a flexible compu-
tational environment. Specifically, geometry optimizations,
frequency calculations and molecular dynamics can be per-
formed on the investigated system that can be split up to three
different layers corresponding to different levels of accu-
racy. Here we report, together with a detailed description
of the method and its implementation, some test examples
on very different chemical problems, which span the wide
and diversified area of chemistry (from ground to excited
states topics) and show the flexibility, general applicability
and accuracy of the presented hybrid approach. Biochemi-
cal, photobiological and supra/super-molecular applications
are presented for this purpose: (a) the optimized geometry
of a rotaxane is compared with its X-ray structure; (b) the
computed absorption spectra of the green fluorescent pro-
tein and rhodopsin chromophores in different environments
(namely solvent and protein) are compared to the corre-
sponding experimental values and the role of the counter
ion and ion pairs in tuning the geometrical and optical prop-
erties of charged organic chromophores in polar solvents is
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explored and discussed; (c) problems and open questions
related to the model set-up of a protein are investigated in the
framework of the TcPRAC-protein racemase; (d) similarities
and differences between the QM and QM/MM reaction path
for the HIV1-protease enzymatic mechanism are shown and
discussed; (e) the delicate anomeric equilibrium of α- and
β-D-glucopyranose in water is investigated via QM/MM
optimizations and molecular dynamics to show the reliability
of the actual implementation in the simulation of solvation
effects and delicate balances. Finally, it will be shown that
the current implementation (called COBRAMM: Computa-
tions at Bologna Relating Ab-initio and Molecular Mechan-
ics Methods) is more than a simple QM/MM method, but a
more general hybrid approach with a modular structure that
is able to integrate some specialized programs, which may
increase the flexibility/efficiency of QM, MM and QM/MM
calculations.

Keywords QM/MM · Reaction mechanisms · Solvation ·
Spectroscopy · Super/supra-molecules · Enzymatic
processes

1 Introduction

The study of large molecular systems takes advantage of the
use of computational methods based on molecular mechan-
ics (MM) [1,2]. These methods simulate atoms almost as
rigid charged spheres; the interactions between atoms are
modeled on the basis of chemical connectivity, using simple
harmonic potentials (or sometimes more complex functions)
to describe bonds, angle bending and torsions. Non-bonded
electrostatic and Van der Waals interactions are accounted
for on the basis of the charge (or dipole) assigned to the
atoms using a simple Coulombic potential and by means of a
Lennard–Jones potential (or similar), respectively. The
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Fig. 1 Schematic representation of the hybrid QM/MM approach

analytic functional form of the equations used to compute
energies and forces makes the MM calculation fast even for
large molecules. Anyway, the drawback of these methods
is their inability in describing processes involving a change
of the “nature” of atoms. Thus, chemical reactions (where
bonds are broken and formed, and where connectivity and
atom-types are not preserved) cannot be described by MM
methods. On the other hand, computational methods based on
quantum mechanics (QM) [2] have proved to be successful in
dealing with such problems because they explicitly treat the
electrons (and their couplings) by means of the calculation
of the associated wave function.

Unfortunately, the QM methods are much more expensive
than MM ones in terms of computational cost and cannot be
used to study very large systems. Thus, a problem arises when
studying the chemical reactivity of large molecular systems;
in response to this need the last three decades were spent
on theoretical studies for the development of new compu-
tational methods. A promising technique is the partitioning
of the whole system (called real in the following discus-
sion) in two regions (see Fig. 1): a small part, containing the
atoms involved in the chemical process, is described at QM
level, while the remaining atoms are treated at MM level, in
order to speed-up the calculation and simulate (although at
a lower level) the influence of the environment on the reac-
tive core. This hybrid approach is usually called “QM/MM”
[3–7]. Anyway, this method has to overcome a difficult tech-
nical problem, which is often a source of significant errors
and approximations: the correct description of the boundary
region. Consequently, great care is addressed to this prob-
lem when developing QM/MM methods [6–8], because it
strongly influences the capability of reproducing the effects
of the surrounding regions on the investigated process.

The wide literature [3–11] on hybrid methods gave us
a complete landscape on past attempts to develop a solid
and general QM/MM approach. We took advantage of this
experience for developing a new versatile QM/MM algo-
rithm and in this paper we describe the details of our imple-
mentation, focusing into its advantages as well as its limi-
tations. More generally, our algorithm (called COBRAMM
hereafter: Computations at Bologna Relating Ab-initio and
Molecular Mechanics Methods) is a hybrid approach that acts
as an interface between different programs; these programs

execute the single phases of the whole calculation and are
allowed to communicate each other by the interface, whilst
the partial data are gathered and manipulated to give the final
result. Modularity is the main feature of this approach, allow-
ing the user to tailor the computational level by selecting
(and combining together) specific programs according to the
specific requirements of the investigation. The final purpose
being to perform the computational task with the more appro-
priate (and efficient) computational tools available. A sim-
ilar approach was used by P. Sherwood and co-workers for
ChemShell [12].

To confirm the effectiveness of this implementation, com-
parative tests are mandatory. The first is a comparison of
computed and experimental geometrical parameters for a
complex molecular architecture such as that of a rotaxane,
whose structure and functionality depends on weak (hydro-
gen bonds) interactions. Then, it will be shown that the optical
properties of two well known and widely studied biolog-
ical chromophores (i.e., the rhodopsin and green fluores-
cent protein chromophores) are nicely reproduced both in
solution and in the protein. The flexibility and potential-
ity of our code (namely its capability to perform optimiza-
tions as well as molecular dynamics at both QM, MM and
QM/MM level) will be exploited for the investigation of the
delicate equilibrium in water of the two (α and β) anomers of
D-glucopyranose. Moreover, we will describe in detail the
set-up phase for the study of a catalyzed enzymatic reaction:
the enzyme TcPRAC (Tripanosoma Cruzi proline racemase)
will be taken as a case study to discuss some general aspects
inherent to the set-up phase of complex molecular system.
Finally, the QM energy profile of the reaction mechanism of
HIV1-protease will be compared to the QM/MM one, analyz-
ing and discussing the differences obtained and the reliability
of the results; we will show how inclusion of the enzymatic
environment is essential for the correct description of the
enzymatic process.

It is worth noting that we neither want to present novel
chemical applications, nor a detailed review or an exhaus-
tive/conclusive analysis of each problem. Herein, we just
want to provide the reader with a bunch of diversified and
already well-known chemical issues (spanning from pho-
tochemistry to biology, from structural and supramolecular
chemistry to condensed phase chemistry, etc.) to show how
versatile COBRAMM is and how fruitfully it can be applied,
pointing to its flexibility, potentiality and reliability. Under
this respect, the applications presented (Sect. 3) pursue a
documentary more than an innovative approach.

2 Methods

The computational approach for modeling chemical pro-
cesses usually involves Geometry Optimizations (Opt) and
Molecular Dynamics (MD). Both techniques mainly involve
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Fig. 2 Graphical representation of the tree-layer scheme adopted in
our code

three iterative steps: (1) the calculation of energy E , (2) the
calculation of forces F (i.e., the first derivatives of the energy
with respect to the geometric variables) and (3) the construc-
tion of a new geometry on the basis of E and F (and using
velocities v in the case of MD). This procedure is reiter-
ated until the chosen convergence criteria are fulfilled (in the
case of geometry optimizations) or the total simulation time
reaches the defined value (in the case of MD).

2.1 The QM/MM partitioning scheme

In order to construct a versatile QM/MM scheme we adopted
a modular approach, combining different available codes to
exploit their recognized ability in dealing with a specific
aspect of the whole problem. Such an approach allows a great
flexibility in the partitioning of the system, because the com-
putation of E and F on one hand, and the projection of the new
geometry on the other, are performed separately at different
points of the whole QM/MM calculation (see Fig. 2). More
specifically, E and F are calculated according to a two-region
partitioning of the system, where a QM and an MM calcu-
lation are independently performed on the two aforemen-
tioned sub-regions. This information is then processed (see
below for the details) to obtain the total QM/MM energy and
the complete set of forces. These data are then used to gen-
erate the new geometry and during this step the system is
also partitioned into two independent regions, which do not
necessarily coincide with the first ones: the external/larger
one (Opt1) is handled by means of a fast and rough algo-
rithm, like the Steepest Descents, while the smaller region
(Opt2/MD) (including the QM sub-region) is treated with a
more sophisticated optimization algorithm, like BFGS [13],
or with a molecular dynamics code based on the Beeman or
the Velocity-Verlet algorithms [1].

In our approach the QM region is a subset of the Opt2/MD
region. When QM and Opt2/MD do coincide, then the sys-
tem is divided in to two layers called, respectively, high,
treated at QM level and optimized with the accurate algo-
rithm, and low, treated at the MM level and optimized inde-
pendently using the fast algorithm. When QM and Opt2/MD

do not coincide (i.e., Opt2/MD is larger than QM), then some
MM atoms are involved, together with the QM atoms, in the
accurate geometry optimization or MD (i.e., these MM and
QM atoms are coupled together). This buffer (intermediate)
region of MM atoms, called medium, represents a signifi-
cant improvement and makes the difference with respect to
the three layers ONIOM (MO1:MO2:MM) approach from
Morokuma [10,11] where the system is divided in to three
layers: the inner one (MO1, which is treated at high QM
level), the outer (MM, which is treated at MM level) and the
intermediate layer (MO2, which is treated at a low QM level,
often semiempirical). This scheme is intended to improve the
simulation of the electrostatic interaction between QM and
the MM regions by interposing a buffer layer treated at a low
QM level. In our experience we found that a simpler scheme,
like our one, is efficient if an appropriate MM force field
is used and if an electrostatic embedding [4,7] scheme (see
below) is adopted. In our approach the intermediate region
has a different function with respect to Morokuma’s approach
and is used to improve the reliability and efficiency in the
optimization (or molecular dynamic) phase. The capability
of handling coupled together with the high-medium region
(Opt2/MD) allows the explicit treatment of large molecular
motions around the reactive region without increasing the
computational cost, because E and F of non-reacting (MM)
atoms included in the Opt2/MD region are computed at the
MM level.

As mentioned above, our scheme uses the electrostatic
embedding [4,7] approach to account for the electrostatic
influence of the surrounding MM region on the QM layer.
Analogously, the effect of charge changes occurring during
the chemical process in the high (QM) layer is accounted
for by using in the MM calculations the QM atomic point
charges coming from QM computations. Furthermore, our
approach also allows a full independent optimization of the
low layer (using the fast algorithm) per each optimization
step of the high-medium layer; this feature nearly resem-
bles the so-called “micro-iteration” [14] technique of ONI-
OM that, for example, can be useful in the study of a QM
solute in a MM solvent. Some authors [15] pointed out the
need of taking into account, when studying complex systems
like enzymes, the contribution from the protein reorganiza-
tion energy. We developed the aforementioned optimization
scheme to deal with “the linear response of the protein to the
movement along the reaction coordinate”, with the aim of
improving the description of this phenomenon.

The algorithm is intended to deal with all the possible com-
binations of layers in order to customize calculations accord-
ing to the specific problem under investigation. The full set
of possible combinations actually supported is reported in
Table 1; the calculation level is indicated using up to three
figures, which are the first figures of the name of the layers
used. This notation will be used all through the paper.
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Table 1 Calculation types

Calculation type Layer used

high medium low

HML × × ×
HM × ×
HL × ×
ML × ×
H ×
M ×

For example, HML refers to a three layers system: this
can be useful, for instance, to study the reaction mechanism
of an enzymatic process when including a small part of the
active site and the substrate in the high layer, assigning the
remaining part of the active site to the medium layer and leav-
ing all the other residues of the enzyme in the low layer. An
HM calculation can be employed for the accurate optimiza-
tion, or for the molecular dynamics, of the whole molecular
system and allows a great saving in computational resources
by treating at the QM level (high layer) only the reactive
sub-region, while the remaining part of the system is treated
at the MM level (medium layer). As mentioned above, the
HL scheme can give good results for the study of a solute
(high layer) in a solvent (low layer) composed by a large
number of explicit molecules. The ML calculation is fully
performed at the MM level; it can be used, for example, to
obtain a preliminary guess for a critical point on the Potential
Energy Surface (PES) associated to the reaction under study.
In the H (full QM) calculation the energy and forces evalua-
tion from a code is combined with the optimization (or MD)
algorithm of a different code to study, for example, photoin-
duced ultra-fast processes with QM-MD simulations. The M
(fully MM) calculation can be used to get a guess geometry
for an H calculation. ML and M calculations can be used
only for minima or conformational transition states (with
no change in the chemical connectivity); they also give the
opportunity to use the force field from an MM code and the
optimization or MD algorithm from a different one.

2.2 The boundary region

As stated in “Introduction”, handling the boundary between
the QM and MM regions need extreme caution, because
wrong assumptions can easily lead to unphysical results. In
some cases the boundary does not go through a covalent
bond: this is the case of a solute (QM level) immersed in
a large number of explicit solvent molecules (MM level);
this case is very easy to handle and do not need special
assumptions. However, in many cases, one cannot avoid pass-

Fig. 3 Boundary region crossing a covalent bond

Fig. 4 The atom-link approach implies a change in the original charges
(pod) of the MM region to be introduced in the QM calculation, accord-
ing to the electrostatic embedding scheme. The procedure to obtain the
new set of charges (emb) is described in the text

ing the QM-MM boundary crosswise one (or more) cova-
lent bond(s), as it is for enzymatic systems. Two strategies
have been developed to overcome this problem: (a) the atom-
link approach [7,16–18] and (b) the modified orbital meth-
ods [5,19–21]. We will focus on the former approach because
we adopted it to handle boundary regions in our QM/MM
method.

When the QM-MM boundary cuts a covalent bond, then
the valence of the frontier QM atom (Q1 in Fig. 3) remains
unfilled; we call this dangling QM structure as model and
we can observe that it coincides with the high layer, as men-
tioned above. To perform the QM calculation we need to
saturate the dangling bond with a “frontier atom”. This link
atom is usually a hydrogen atom, in which case from model
we obtain model-H (Fig. 4). The atom-link approach has, like
each boundary treatment, strong advantages as well as weak-
nesses [7]; is widely used and proved to give good results,
is straightforward to understand and it is easy to implement.
However, the introduction of artificial atoms that are not pres-
ent in the original system, can give problems in obtaining the
total QM/MM energy value and in geometry optimizations.
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2.2.1 The atom-link position

Obtaining the correct QM/MM energy can be difficult
because model-H, used for QM calculation, does not coincide
with the high layer, due to the presence of additional hydro-
gen link atoms and because the MM atomic point charge at
the boundary has to be modified [7] (see further sections).
We adopted a subtractive approach, similar to the ONIOM
scheme [10,11], but not identical to it, because of a different
partitioning scheme (see Sect. 3).

To improve the geometry optimization procedure and
avoid the artifacts arising from the presence of foreign H
atoms, we tried to eliminate their extra degrees of freedom
by making their position dependent on the position of the
Q1 (QM) and M1 (MM) atoms. Thus, during a geometry
optimization or a molecular dynamics the position of the
hydrogen link atom is reassigned at each step and is chosen
to be on the line connecting Q1 an M1 atoms, removing two
degrees of freedom (see Fig. 3). The last degree of freedom
can be eliminated in several ways, but the simplest way is
to keep fixed the Q1-H distance. Herein, we impose a fixed
distance of 1.09 Å, which is a standard value for a C(sp3)–H
bond; in principle, to reduce the error associated with this
technique, this choice implies the boundary bond type to be
only C(sp3)–C(sp3). We are now developing new recipes for
selecting different boundary bonds [7]. It is worth noting that
the bond itself between Q1 and M1 is calculated molecular
mechanically.

2.2.2 Handling QM/MM non-bonding cross-terms

In the presented algorithm, all the energy components of
the high layer (QM region) are given by a QM calculation
on model-H; the bonded (stretching, bending, torsions) and
non-bonded (electrostatic and Van der Waals) interactions
within the medium and low layers (MM region) are handled
at the MM level. Managing the cross terms is more difficult
and can be done with different approaches. In our scheme,
all the bonding and the Van der Waals terms are treated at
the MM level, while electrostatic interactions between the
QM and the MM region are computed at the high QM level.
For this purpose, an electrostatic embedding [7] scheme was
adopted: QM computation are performed on model-H sur-
rounded by the atomic point charges of the MM layers (i.e.,
the emb charges). In our notation pod and emb are two sub-
sets of atomic point charges of the MM regions. The pod set
contains the unmodified atomic point charges from the MM
force field, while the emb set of charges do differ form the pod
one (see Fig. 4) only at the boundary region. Indeed, it has
been shown that pod charges, when coupled to the atom-link
method, lead to an unrealistic hyperpolarization of the wave
function at the Q1-H bond. This unphysical effect is mainly
due to the presence of the atomic point charge on the M1

atom near the hydrogen atom link (see Fig. 3). To avoid this
problem, the charge on M1 is redistributed (i.e., it is spread)
on the neighbouring MM atoms (M2) while it is set to zero
on M1, so that the total charge of the system is preserved. It
is worth to specify that the charge is not equally redistributed
on the M2 atoms, but the added fractional charge is propor-
tional to the module of the original MM charge hosted on
that atom. We realized that this charge redistribution scheme
gives better results if compared to other strategies, like the
zeroing of all the charges on the M2 atoms. Anyway, based
on recent publications [4,7], we are now trying to improve
this redistribution scheme in order to preserve the polarity
of the original Q1–M1 bond as well as the one of the M1–
M2 bonds; this will be particularly important for the study of
systems in which the frontier does cut bonds other than the
standard (substantially non-polar) C(sp3)–C(sp3) ones.

2.3 QM/MM formalism

The QM/MM total energy follows a subtractive scheme [4]
and can be written as:

E tot = Emodel−H
QM + E real

MM + E
el.model−H/emb
QM − E

el.model/pod
MM

− Emodel−H
MM (1)

where the first and third terms are calculated at the QM
level. Emodel−H

QM is the QM energy of model-H in vacuo,

while E
el.model−H/emb
QM is the electrostatic interaction between

model-H and the charge embedding (emb). In this way the
wave function is perturbed by the surrounding charges, ensur-
ing the polarization of the QM part by the MM environment.
This method is usually referred to as electrostatic embed-
ding [7] and, practically speaking, the two Emodel−H

QM and

Eel.model−H/emb
QM terms are computed together via a single QM

computation on model-H in the bath of emb charges.
The second, fourth and fifth terms of Eq. (1)

(E real
MM, E

el.model/pod
QM , Emodel−H

M M ) are MM energies. In particu-
lar, they can be divided into the following single
contributions:

EMM = E real
MM − E

el.model/pod
MM − Emodel−H

MM

= Epod
MM + E

VdWmodel/pod
MM + E

bond,bend.,tors.model/pod
M M (2)

where the MM contribution to the total energy has been split
into three terms: the first (Epod

MM) involves only MM atoms, the

second (E
V dWmodel/pod
M M ) and the third (E

bond,bend.,tors.model/pod
M M )

are cross contributions between the QM and MM atoms
(Van der Waals and frontier covalent bond terms, respec-
tively).
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Two approximations are implied in this description:

• The atom-link scheme (i.e., the atom added to saturate
the QM part) is a hydrogen link atom (see Sect. 2.1).

• The charges on M1 atoms (i.e., the frontier MM atoms
covalently bonded to the QM region) are redistributed to
its nearest-neighbors (M2, see Sect. 2.2).

Analytical derivatives of E tot lead to the forces used for the
QM part, while the MM region is optimized on the basis of a
pure MM calculation. During this later (classical MM) step,
the electrostatic interaction between the QM and MM part
is computed using point charges derived from the QM wave
function, according to the CHELPG [22] or ESP [23,24]
schemes. The atom-link charge is redistributed over all the
QM atoms in order to preserve the total charge (see Appen-
dix 2 for technical details).

2.4 Implementation

A series of standard commercial packages such as
MOLCAS [25], Gaussian03 [26], Turbomole [27], ORCA
[28,29] (for QM calculations), Amber [30] and Tinker [31]
(for the MM part) may be plugged to the developed software.
In particular, an efficient strategy resulted when using Gauss-
ian and Tinker algorithms to perform, respectively, geometry
optimizations or molecular dynamics on the high-medium
region, while Amber for MM calculations (i.e., optimization
of the low layer and evaluation of MM energy and forces),
since it allows the treatment of systems whose parameters
are not included in many force fields: indeed, the standard
Amber force field (ff03) [32] is fully compatible with the
Generalized Amber Force Field (GAFF) [33] developed to
describe almost every organic molecule.

The flowchart of the QM/MM interface is presented in
Scheme 1: in particular, points 2, 3, 4 and 5 do need external
MM programs to calculate energies and forces, while point
6 uses a QM software to get the electrostatically embedded
wave function and its energy and first derivatives. Point 7
merges all these results to give the total energy and gradient.
Finally, in the nineth section, an external program for geom-
etry optimization or molecular dynamics is used to generate
the new geometry to restart the cycle.

The calculation terminates when the convergence criteria
are satisfied or when the time for a MD run is over.

3 Results and discussion

3.1 Optimization of a complex molecular structure:
a fumaramide based rotaxane

The supra/super molecules are often characterized by a very
high flexibility; in fact, the weak interaction between
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Scheme 1 QM/MM implementation flowchart

subunits leaves the system free to move in a quite flat potential
energy surface. The investigation of this class of molecules
can be very hard in particular using a QM/MM approach
where the forces (which drive the research of the minima)
are calculated using different methods in different regions of
the molecule.

This section has no purpose other than showing the accu-
racy of the current QM/MM implementation in the descrip-
tion of a structural problem for a delicate supermolecular
system, i.e., a rotaxane based on a fumaramidic group [34].
Here, the thread and the ring interact by hydrogen bonds
(which is where the QM-MM boundary is passing through)
and π stacking (see Fig. 5).

Only the central dimethyl-fumaride has been treated at
the QM level (this is the photo-reactive part whose activity
must be accounted for by QM methods) using HF/6-31G*,
while the rest of the thread and the ring are computed using
a classical (MM) force field (GAFF [33]), see Fig. 5a. The
main part of the interactions between the thread and the ring
comes from QM and MM cross terms.

Fully unconstrained optimizations have been done accord-
ing to a two layers high and medium (HM) partitioning
scheme.
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Fig. 5 Rotaxane ground state structure. a The dimethyl-fumaramide (ball and stick) is treated at the QM level while the rest (tube) is calculated at
the MM level. b Hydrogen bonds (dashed lines) linking the ring to the thread: QM/MM (red), mm3 (blue) [7] and experimental X-ray (black) [35]
values

The results are in good agreement with the experimental
X-ray [34] structure and previously published MM3 [35] val-
ues [34] (Fig. 5b). Specifically, we have selected hydrogen
bond distances as a measure of the accuracy; the errors in the
hydrogen bond distances between the QM and MM regions
are ≤0.3 Å.

It can be concluded that this QM/MM approach may be
a reliable method for structure determination also in cases
where the molecular structure does depend by a subtle bal-
ance of factors, and small errors in the forces (such as the
ones at the frontier region) may lead to large geometrical
variations, like it is the case for this rotaxane.

3.2 The anomeric equilibrium of d-glucopyranose:
a delicate example of solvation effects

The simulation of solvation is a crucial problem in gen-
eral, and in biological systems in particular, since here polar
protic solvents (i.e. water) are usually involved, which
strongly interact with the solute. Two different computational
ways can be used for simulating solvation: (1) the implicit
solvent and (2) the explicit solvent model. Polarizable con-
tinuum solvent (PCM) [36] for QM calculations and General-
ized Born (GB) method [37] for MM calculations are exam-
ples of the former, while the latter implies that solvent mole-
cules are explicitly taken into account to obtain the energy of
the system. Obviously, the computation of explicit solvent is
more time consuming with respect to the implicit approach
and can be performed only by considering the solvent mole-
cules at a low (such as MM) level of theory. Thus, a simple
way to do this is to use QM/MM computations where the
solvent bulk and the solute are treated at the MM and QM
levels, respectively.

In this section, the code will be applied to a well known
and delicate equilibrium problem: the relative stability of the
two anomers of the pyranoid form of d-glucose (i.e. α- and
β-d-glucopyranose, see Fig. 6) in water. Rather than focus-

ing on the result itself (which will be shown to go in the right
direction, anyway), here we will stress on the flexibility of
the implemented algorithm, showing how geometry optimi-
zations and molecular dynamics computations by pure MM
or QM/MM techniques may be successfully applied to the
aforementioned study.

Many studies [38–41] in the past have focused on this
topic revealing all the difficulties in simulating carbohydrates
because of the high conformational freedom of their hydroxyl
and hydroxymethyl groups; also, the interaction with polar
protic solvents, such as water, plays a key role in determining
the relative stability of the different isomers, but this is often
a subtle and difficult term to estimate. Because of the high
computational cost of a complete exploration of the confor-
mational space of this system, we used only a small number
of conformers chosen among the most stable ones. We found
two minima, on the basis of geometry optimizations at the
QM (DFT/B3LYP/6-31G*) [42,43] level, simulating solvent
by means of the SCRF-CPCM [44] method. We used these
geometries as a guess to create the model system used in the
further studies. In all the model systems investigated here the
solute molecule (α- or β-d-glucopyranose) is surrounded by
a 20 Å radius drop of water (1,490 water molecules): a shell
(shell1) of 10 Å around the solute is left free to move during
the optimization or MD runs, while the water molecules in
the outer 10 Å shell (shell2) are fixed to their initial geom-
etries (see Fig. 7). Starting solvent geometries are obtained
adding the water molecules to the solute by mean of the
“leap” module of the AMBER8 program, which uses a stan-
dard equilibrated TIP3P [1,2] water library. It is worth noting
here that shell2 prevents molecules of shell1 to spread out
(which would be unphysical), thus acting as a physical barrier
during all the calculations.

3.2.1 The L level optimization

We performed full MM minimization using the standard
ff03 [32] force field and a flexible TIP3P model for the water
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Fig. 6 a Haworth and b ball
and stick representations of the
α- and β-D-glucopyranose

molecules and the Glycam [45] parameters for the solute
obtaining a �E= (Eβ−Eα) value of about 21 kcal/mol in
terms of internal energy (with α more stable than β), which
is in complete disagreement with the experimental value of
about −0.4 kcal/mol in terms of Gibbs free energy (the exper-
imental ratio between α and β is 36:64). This result shows
that a simple MM optimization cannot reproduce the relative
stability of the two anomers and that the force field is not
accurate enough to account for solute/solvent interactions.

3.2.2 The HL level optimization

We performed QM/MM calculations with a two layer (high
and low) approach (HL): high is constituted by one α- or β-
d-glucopyranose molecule treated at the QM (DFT/B3LYP/
6-31G*) [42,43] level; low contains all the MM solvent mol-
ecules (ff03 force field and flexible TIP3P water model) [32].
After geometry optimization of the solute (high layer) and
shell1 (which, together with shell2, does represent the low
layer) we computed the energy difference between the two
anomers. The calculations were repeated with different initial
configurations of the mobile water shell and we found the two
anomers to be almost isoenergetic, with oscillations of the
�E = (Eβ − Eα), in terms of internal energy, between 1.5
and −1.5 kcal/mol. Considering the approximations involved
in our approach, this is a quite good result for such a straight-
forward calculation because it is near to the experimental
evidence. Anyway, the relative energy of the two conformers
is strongly affected by the conformation assumed by their
free –OH groups, which is in turn affected very much by the
surrounding solvent molecules. From these simple consider-

ations, it results that optimizations of local minima can only
deliver snapshots of the real behavior and that a dynamical
treatment could be necessary.

3.2.3 MM molecular dynamics: the ML level

To dynamically explore the interaction between solute and
solvent molecules we performed short MD simulations on
a full MM system. The ff03 [32] force field and a flexible
TIP3P model was used the for the water molecules and the
Glycam [45] parameters for the solute. The outer 10 Å shell
(shell2) water molecules were assigned the low layer (which
was kept frozen throughout all the computations), while the
inner ones (shell1) plus the solute constituted the medium
layer. The NVT molecular dynamics run of the medium layer
was performed using the “Beeman” algorithm of the Tinker
program with a time step of 1 fs for a total time of 3 ps at
the temperature of 298 K. It is worth noting that the imple-
mented code does exploit the AMBER8 package for energy
and first derivatives MM computations, while the Tinker pro-
gram is used for MD: this grants a great flexibility to the pro-
cedure since many common MD algorithms do fail in han-
dling a largely frozen system (e.g., our attempt to run a few ps
MD run with the standard “sander” program—the molecular
dynamics module of Amber8—with the shell2 kept frozen
resulted in the blowing-up of the system). An ML calcula-
tion with our code gives the possibility to study large systems
keeping frozen all (or part of) the low layer. This is possible
because the MD run (or the optimization) is performed on the
medium layer in the presence of the geometry of low, which
acts as a barrier (with its associated force field) around the
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Fig. 7 Schematic
representation of the model
system used to study the (α- and
β-) D-glucopyranose (solute) in
solution. The solvent molecules
(water) are partitioned between
shell1 (free to move) and shell2
(kept frozen to the initial
geometry)

smaller medium layer. The same considerations are valid if
the high layer is also present.

The equilibration phase covers the first 1,500 steps (1.5 ps)
for both anomers (see Fig. 8). From the obtained trajectories
it is possible to observe the high mobility of all hydroxyl
groups, while the methoxylic group conserves their initial
conformation. Averaging the total energy (potential MM
energy plus kinetic energy) over the last 2.5 ps we obtain
a value for �E of 16.34 kcal/mol (see Fig. 8a). This value is
very similar to the result obtained from geometry optimiza-
tion at the MM level (Sect. 2.1) and is still in contrast with
experimental evidence calling (unrealistically) for a more
stable α anomer.

3.2.4 QM/MM molecular dynamics: the HML level

A three layers approach was used for QM/MM molecular
dynamics computations: the solute (d-glucopyranose) was
assigned the high layer and the QM (DFT/B3LYP/DZVP)
level; the shell1 and shell2 water molecules were assigned
the medium (free to move) and the low (frozen) layer, respec-
tively, and the MM level (ff03) [32] was used. Starting from
the pure MM MD results (geometries, velocities, accelera-
tions) described in the previous section, we performed a MD
(NVT) run of 3 ps at a temperature of 300 K with a time
step of 1 fs using the same modular (AMBER//TINKER)
approach as described above (2.3). The system equilibrates in
1.5 ps and the production takes 1.5 ps. By averaging the total
energy (potential QM/MM energy plus kinetic energy) over
the last 1.5 ps, a value of 6.47 kcal/mol for �E was obtained

(see Fig. 8b). These results, although not yet in agreement
with the experiments, are much better than the MM ones.
In the present case we believe that a single and short (3 ps)
QM/MM–MD run is inadequate to simulate the overall phys-
ical behavior of solvated d-glucopyranose, because the con-
formational space is not fully explored. The results can be
improved by running multiple trajectories, each one starting
from a different conformational minimum. However, a bet-
ter reproduction of the experimental data has already been
accomplished in the past [38] and is beyond the purpose of
our short discussion. Herein, we wanted only to show an
application of this flexible approach to a well-known solva-
tion problem.

3.3 Rhodopsin and GFP chromophores: solvent and protein

The optical properties of an organic chromophore are among
the ones that can be highly influenced by the environment
(such as the solvent or the protein). This effect is particularly
pronounced for charged molecules where, usually, the bright
excited state has (at least partially) a charge transfer char-
acter. Thus, for example, while the solvent may play a role
in stabilizing (by solvation) the ground state of the charged
chromophore, it may play in the opposite direction for the
excited state. This behavior leads generally to a blue shift of
the absorption maximum going from vacuo to solvent. For
the protein a similar effect may be envisaged.

Two biologically important chromophores belong to this
class of compounds: the anionic 4′-hydroxybenzyldiene-2,3-
dimethyl-imidazolinone (HBDI, see Fig. 9a) and the proton-
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Fig. 8 Molecular dynamics results from a the MM system (ML cal-
culation type) and b the QM-MM system (HML calculation type). The
behavior of the α- (red line) and β- (black line) anomers is reported,

highlighting the production part of each run. The difference between
the averaged energies of the two anomers is also reported

ated Schiff base of retinal (RPSB see Fig. 9b), which are the
chromophores of the green fluorescent protein (GFP) and
rhodopsin proteins, respectively. This section focuses on the
description of the optical properties of these systems in differ-
ent environments by means of QM/MM computations. An
advantage is that both experimental and computed spectra
are available in vacuo, solvents, as well as protein [46–50].
Thus, it is possible to compare (and validate) our QM/MM
results against the ones already in the literature.

3.3.1 Structure and optical properties for solvated HBDI
and GFP: flexible QM/MM optimizations

Thanks to its highly fluorescent chromophore and the fact
that this is directly formed from a tri-peptide unit (Ser65-
Thr66-Gly67) [48] during the protein folding without cofac-
tors, GFP is widely used in biochemistry as a fluorescent
marker [48]. The anion is considered to be the active form of
the chromophore and, while in protein it strongly fluoresces,
in solution the fluorescence is quenched. Therefore, the study
of this chromophore in different environments is crucial to
understand its photophysical/photochemical properties.

3.3.1.1 Solvation by HL and HML QM/MM computations
HBDI (Fig. 9a) has been chosen as a model for the GFP chro-
mophore because it preserves all the conjugate system as well
as the structure of the original protein-embedded chromo-
phore and it has been widely investigated in water solution.
QM/MM computations have been used to simulate solvation
with the chromophore (anionic HBDI) embedded in a 16 Å
TIP3P water box, using an MM Na+ as the counter ion (as

Fig. 9 Chemical structure of the a GFP chromophore and its isolated
model (HBDI) and b the protonated Schiff base of 11-it cis retinal

it is experimentally) [46]. The CASSCF(6-31G*) level has
been extensively used for the chromophore during QM/MM
optimizations and then the energy has been refined to account
for correlation effects using single point CASPT2 computa-
tions. This CASPT2//CASSCF approach, which defines the
high (QM) layer, has been widely used for the photochemis-
try of organic chromophores (proving to give reliable results
of experimental accuracy) [51] and represents the state of the
art to calculate excited state properties of organic systems.
In order to obtain a good compromise between speed and
accuracy, the full active π -space (16 electrons in 14 orbitals)
has been reduced (according to our previous paper [52]) to
12 electrons in 11 orbitals, where the orbital localized on the
amidic group has been removed together with the highest and
lowest energy π -orbitals of the benzene ring.
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Table 2 Absorption maxima for the anionic GFP chromophore

Structure Absorption maximum (nm)

QM or QM/MM Experimental

vacuo 465a, 493b, 479d

Solvent 434c 425e − 432f

(bound ionic pair)

Solvent 499 (HL),

(loose ionic pair) 460 (HML1), 441 (HML2)

Protein 504, 468c 495g

(a) ref. [55]; (b) ref. [52]; (c) ref. [51]; (d) ref. [47]; (e) ref. [93]; (f) ref.
[46]; (g) ref. [58]

To generate a good starting point we have performed a
classical molecular dynamics with periodic boundary condi-
tions. While the chromophore was kept frozen at its original
QM geometry in vacuo with point charges obtained using
the AM1-BCC procedure [53,54], the solvent and counter
ion were kept free to move, so that during the 1 ns MD the
counter ion is able to diffuse in the water bulk. The lowest
potential energy geometry was selected along the trajectory
as a representative point of the sampling and as starting guess
for QM/MM computations.

Three different QM/MM optimization types were per-
formed on the system according to different and increasing
levels of mobility (i.e., the parts comprising the atoms that are
free to move and are optimized can be changed according to
the partitioning scheme used): (1) HL optimizations, where
only the high (QM) layer (i.e., the chromophore) is opti-
mized, while all the other (MM) waters (i.e., the low layer)
are kept frozen; (2) HML optimizations, where the high (QM)
layer (i.e., the chromophore) and a medium (MM) layer (i.e.,
the water molecules surrounding the chromophore up to a
3.5 Å radius) are optimized together, with all the other (MM)
waters (i.e., the low layer) kept frozen; (3) HML optimiza-
tions, where the high (QM) layer (i.e., the chromophore) and
a medium (MM) layer (i.e., the water molecules surrounding
the chromophore up to a 3.5 Å radius) are optimized together,
while all the other (MM) waters (i.e., the low layer) are free
to move (independently with respect to the first two ones) up
to a 10 Å radius around the chromophore (and the others are
kept frozen to their initial positions). These three different
computational levels (which are identified in Table 2 as HL,
HML1 and HML2, respectively) highlight the high flexibil-
ity of the optimization procedure implemented in the current
QM/MM code and, very remarkably, are shown to produce
results of increasing accuracy (see Table 2).

It is worth noting that the counter ion (Na+) is 7 Å away
from the chromophore in all the QM/MM optimized struc-
tures, revealing a weakly bound ionic pair. Although this
is only one of the many possible stable solute/solvent con-

Fig. 10 Bond distance values calculated for the GFP chromophore in
vacuo, solvent (PCM and QM/MM) and protein: a QM/MM values
from ref. [51] and b our QM/MM results

figurations, it is remarkable that the computed absorption
energy (499, 460 and 441 nm for (1), (2) and (3), respec-
tively) is progressively getting very close to the experimental
value recorded for the chromophore in water (425 nm) and
does perfectly account for the blue shift observed on going
from vacuo (where, again, the computed 465 nm absorption
maximum [51,52] does nicely reproduce the experimental
value of 479 nm [46]) to water (see Table 2). Figure 10 reports
the relevant bond distances for HBDI in vacuo, explicit sol-
vent and PCM [51,52,55]. It is apparent that the solvent also
has a key role in tuning the chromophore molecular struc-
ture, since it shifts the geometry to the individual resonance
structure carrying the negative charge on the phenolic oxy-
gen, while a resonance hybrid is more likely to represent the
chromophore in vacuo. Furthermore, it results that implicit
(PCM) as well as explicit (QM/MM) techniques do yield
similar results [51,52].

3.3.1.2 GFP by HML QM/MM computations Finally,
QM/MM computations have been used to investigate the
geometry and absorption maximum of the chromophore in
the protein (GFP). The crystallographic structure
(code 1GLF) [56] available in the protein data bank archive
has been selected. After protonation, using the H++ [57]
procedure, hydrogen atoms have been relaxed in order to
get a reliable starting structure. A three-layer (HML) parti-
tioning scheme has been adopted: the high (QM) layer (i.e.,
the electrostatic embedded chromophore, see Fig. 11) and
the medium layer (see tube representation in Fig. 11) con-
stitute the mobile part (following the receipt of Sinicropi et
al. [51]), while all the remaining (MM) protein is kept fro-
zen and represents the low layer. The same QM level as for
HBDI in solution has been adopted for the chromophore,
while protein and water molecules are computed with the
Amber force field. Very remarkably, the computed 504 nm
absorption maximum for the I anionic state of wild type GFP
does nicely reproduce the experimental value of 495 nm [58]
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Fig. 11 Model system used for
the QM/MM study of the
anionic GFP. Ball and stick is
the QM part, the tube is the
movable medium layer, while
the rest is kept frozen

(see Table 2). The same applies also for the chromophore
structure (see Fig. 10).

3.3.2 11-cis retinal PSB in solution

A similar QM/MM investigation as before has been per-
formed for solvated RPSB. Specifically, in the present study
our effort is focused to simulate the effect of methanol in
the spectral tuning of the 11-cis-retinal chromophore. Thus,
for this purpose, QM/MM computations have been used with
the chromophore (RPSB) embedded in a cubic 45 Å meth-
anol box, using an MM Cl− as the counter ion (as it is
experimentally) [50]. Similar to the examples above and
previous computational works [59,60], a CASPT2//CASS-
CF(6-31G*) approach (with electrostatic embedding) has
been adopted for the chromophore (using the full π -space
of 12 π -electrons in 12 π -orbitals), which defines the high
(QM) layer, during QM/MM optimizations.

To generate a good starting point for QM/MM optimiza-
tions we have performed a classical molecular dynamics with
periodic boundary conditions. While the chromophore was
kept frozen at its original QM geometry in vacuo [61] with
point charges obtained using AM1-BCC procedure [53,54],
the solvent and counter ion were kept free to move, so that
the counter ion is able to diffuse in the methanol solvent.
After a MD run of 1 ns, we see (at least for this specific tra-
jectory) that most of the time the chloride counter ion resides
near the retinal nitrogen (i.e., close to the cationic head, in
a tight ionic pair arrangement). Thus, a low energy snapshot
with the counter ion close to nitrogen has been selected as a
representative point of the sampling and as starting guess for
QM/MM computations.

A two layer (HL) QM/MM optimization has been per-
formed: the high (QM) layer is given by the chromophore
(as stated above), while all solvent molecules and the counter
ion constitute the low (MM) layer (thus excluding a medium

Table 3 Absorption maxima for RPSB

Structure Absorption maximum (nm)

QM or QM/MM Experimental

Vacuo 545a 610c

Solvent (bound ionic pair) 453, 429b 440d

Solvent(loose ionic pair) 442

(a) ref. [61]; (b) ref. [62]; (c) ref. [49]; (d) ref. [50]

buffer), which has been left free to move independently up
to a distance of 10 Å from the chromophore (while the rest
is kept frozen at its initial geometry).

Remarkably, the resulting absorption maximum (453 nm)
is in good agreement with the experimental value of
440 nm [50] and with previous QM/MM computations [62]
(see Table 3), but in this case the optimized geometry does
not undergo significant variations on going from vacuo to
solution (see Fig. 12): while in HBDI geometrical modifi-
cations come from a different weight of the two resonance
structures, in the retinal chromophore the structure does not
change a lot, because the geometry is described only by one
resonance structure (i.e., the one with the positive charge
on nitrogen). This means that the change of the absorption
spectrum on going from vacuo to solvent (see Table 3) is
addressed only to the perturbation of the wave function by
the electrostatic effects of the external point charges and that
electrostatic embedding is enough to get a correct descrip-
tion of the chemico-physical properties of the chromophore
in solution.

To explore the effects of the counter ion (Cl−) position
on the absorption energy of the chromophore, we have also
investigated the optical properties of a loose ionic pair: thus, a
low energy snapshot with this arrangement has been selected
along the previous MD run as a starting point for new
QM/MM optimizations (which have been performed at the
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Fig. 12 Bond distances
computed for RPSB in vacuo
(red) and in protein (black)

Scheme 2 Schematic representation of interation between solvent, PSB and counter ion: a tight bound ionic pair, b dissociated couple

same HL level as before). Very interestingly, the absorption
maximum computed for this QM/MM optimized loose ionic
pair is substantially unchanged (442 nm) (see Table 3) and is
in agreement with the experimental value.

3.3.3 Solvated ion pairs: structure and properties

Interestingly, our results for the optimized geometry and the
absorption maximum of solvated HBDI (Sect. 3.1) match
perfectly (see Fig. 10; Table 2) with the ones reported in
previous QM/MM computations [51] where an analogous
CASPT2//CASSCF approach was employed (see Table 2).
Anyway, it is worth noting that there the counter ion was
forced to stay at the vicinity of HBDI (i.e., a tight bound
ionic pair arrangement was selected), instead of being far

away as it is in our case. The same results appear for sol-
vated RPSB, where the close and the loose ion pairs do lead
to very similar optical and structural properties (Sect. 3.2).
This leads to the remarkable conclusion that the solvent in
the loose ionic pair interacts with the solute as if it were the
real counter ion, i.e., solvation shells form a virtual counter
ion that has the same (electrostatic) effect as the real one in a
tight bound ionic pair. This effect is due to the reorientation
(i.e. polarization) of the polar solvent close to the chromo-
phore (see Scheme 2): the polarized permanent dipoles of
the solvent act similarly to the counter ion, stabilizing the
ground state with respect to the charge transfer excited state.

This discussion implies that tight bound ionic pairs may be
seen as qualitatively good models for solvated charged chro-
mophores in general, as anticipated in our previous works
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[59,63]. This study represents a further validation of the
aforementioned statement and is in line with previous sug-
gestions by Sakurai and co-workers [64,65].

3.4 Comparison between QM and QM/MM results
for an enzymatic reaction mechanism

In this section QM and QM/MM results will be compared.
The system under study is the homodimeric protease of the
HIV1 virus (HIV1-Pr). This enzyme catalyzes the proteoly-
sis of a long peptide [66–68] synthesized from viral reverse-
transcripted DNA and is essential for viral replication. In the
last two decades many studies [69–77] have been addressed
to understand the catalytic process of this enzyme in order
to speedup the rational design of new inhibitors. The enzy-
matic reaction mechanism involves the Asp25 and Asp25′
residues (each one belonging to one of the two identical sub-
units of the dimeric enzyme); their side chains are symmet-
rically disposed in the active site, sharing a proton and a
negative charge; they strictly bind a water molecule, forming
a low barrier hydrogen bond system (see Fig. 14). Experi-
mental [78–80] and theoretical [66,81] results suggest that
the hydrolysis of the amide bond takes place after the formal
addition of the water molecule, leading to a metastable gem-
diolic intermediate. The aspartic dyad is believed to play
the key role in the catalysis by activating both the amidic
substrate and the water molecule via a double proton trans-
fer (i.e., carbonylic group protonation and water molecule
deprotonation, respectively).

3.4.1 QM reaction profile

To explore the details of the reaction mechanism we per-
formed a pure QM investigation of the potential energy
surface of a small model system by means of geometry opti-
mizations. We included in this model the catalytic dyad,
some nearby fragments, the nucleophilic water molecule, the
Phe-Pro dipeptide (as a model of the substrate) and a struc-
tural water molecule bounded to the substrate (Fig. 13a).
This model system (MOD_QM) was constructed on the basis
of the crystallographic pdb data file (1G6L) [82] taking the
Cartesian coordinates of the interesting atoms and discarding
the rest of the enzyme. Missing hydrogen atoms were added
to saturate the valence of dangling bonds. Our previous expe-
rience [83,84] on QM studies of enzymatic systems encour-
aged us to partially consider the (steric) effect of the neglected
part of the system by keeping frozen the border atoms of
MOD_QM to their crystallographic position (Fig. 13a). This
has proven to avoid unrealistic distortions of the model sys-
tem due to additional degrees of freedom. The MOD_QM
model system was investigated at the DFT/B3LYP level and,
to reduce the computational cost, we assigned three differ-

ent basis-sets to the atoms (see Fig. 13b), on the basis of
their relevance in the reactive process. We assigned the most
accurate basis-set (DZVP) to the atoms of the Asp dyad, to
the nucleophilic water molecule and to the peptidic bond of
the substrate, because they are involved in the bond break-
ing/forming processes. The outer atoms were treated with a
low level basis set (STO-3G), while for the other atoms we
used an intermediate level (3-21G*).

Figure 14a shows a schematic representation of the reac-
tion profile computed for MOD_QM and is briefly discussed
here. The reaction path starts with the so-called Michaelis
complex (M1a) and after a small rearrangement of the nucle-
ophilic water (TS1a) the rate limiting step takes place between
the two minima M2a and M3a (Fig. 14a). The transition
state TS2a corresponds to a concerted double proton trans-
fer and the nucleophilic attack of the water molecule to the
carbonyl of the amidic group (see Fig. 14c). Thus, water is
activated (enhancing its nucleophilicity) by Asp25′ deproto-
nation, while a concurrent protonation of the amidic carbonyl
oxygen by Asp25 increases electrophilicity of the amidic car-
bon atom. The M3a minimum corresponds to a diolic inter-
mediate with both hydroxylic groups that are H-bonded to the
same unprotonated carboxylic group of the Asp dyad. The
other steps from M3a to M4a correspond to structural rear-
rangements and proton displacements needed to complete the
amide bond hydrolysis. The overall reaction path is appar-
ently in good agreement with the observed behavior of the
enzyme (the reaction is spontaneous at room temperature),
being the simulated process exo-ergonic (about 8 kcal/mol).
Moreover, the taller energy barrier corresponds to the exper-
imental value [79,80] of the rate limiting step (i.e., formation
of the diolic intermediate).

3.4.2 QM/MM reaction profile

A QM/MM model system (MOD_QMMM) is then used both
to test our QM/MM code and to see the effects of the environ-
ment on the previous results. The system is constructed on
the basis of the crystallographic coordinates used for the QM
model (pdb code:1G6L); the protonation state is assigned by
means of the H++ program [57], except for the Asp resi-
dues of the dyad [76,77]. The substrate is simulated by an
epta-peptide, in which the hydrolyzed bond is the Phe-Pro
amidic bond. The system was fully minimized at the MM
level using the Amber8 program and the ff03 [32] force field.
Solvation was also simulated by means of the Born gen-
eralized method [37]. This represents the starting structure
for QM/MM computations, which were performed accord-
ing to a three layer (HML) partitioning (see Fig. 15): the high
layer was chosen to coincide with MOD_QM (also the basis-
set is the same); few atoms (backbone only) of the residues
near the high layer were assigned to the medium one; all the
other atoms of the system were assigned to the low level.
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Fig. 13 a Model system used for the QM study; the • symbol is used
to highlight the atoms kept frozen to their initial positions. b The basis
set adopted for the atoms of the QM system is shown using different

colors. The model-H region used in QM/MM computations do coincide
with the QM model system and the basis set adopted is the same

Fig. 14 a Pure QM and b QM/MM reaction profiles. c Schematic representation of the M2 and M3 species; the two Asp residues of the aspartic
diad (Asp25 and Asp25′) belong to two identical chains
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Fig. 15 Model system used to study the QM/MM reaction profile of
the enzyme HIV1-Pr

The residues of the low layer were kept frozen to their initial
position because they are largely exposed to the surface and
in our simulation solvent molecules are not included.

The QM/MM PES showed interesting deviations from the
behavior observed with the pure QM model. The minimiza-
tion of the Michaelis complex gave a structure similar to the
reacting complex M2 of MOD_QM. The first reaction step
(21.38 kcal/mol of activation energy) leads directly to the
diolic intermediate, which is less stable than the reactant.
This value is very similar to the one obtained for the QM
model and also the transition state is very similar. Before
mapping the whole reaction path we searched for the product,
finding the process to be endo-ergonic by about 25 kcal/mol
(Fig. 14b).

These results may be accounted for if we consider the
structure of the system and the difference between reactant
and products. It is well known that the structure of the free
enzyme with respect to that of the complex may be quite
different. As a matter of fact, when the substrate binds to
the open active site it causes a large conformational change
on the mobile regions of the enzyme (called “flaps”) [85],
leading to a closed form. Here, the peptide chain is fixed to
the active site by an hydrogen bond network, but when the
peptide bond is broken, the lid of the box opens again and
the two proteic segments are released to the aqueous media:
the lower affinity of the closed form of the enzyme for the
hydrolyzed product causes an opposite conformational
change on the flaps to give the free enzyme in its open form
and the product.

In the QM model the destabilizing interactions between
the enzyme and the products are not taken into account prop-
erly, since most of the enzyme (like the “flaps”) are neglected
along the whole reaction profile. Thus, the computed energies
only reflect the enthalpic components of the hydrolytic pro-
cess itself, because all the successive phases (e.g., enzyme
rearrangement, etc.) cannot be explored with such a small

system. On the other hand, in the QM/MM model most of
the enzyme (like the “flaps”) is kept frozen (along the whole
reaction profile) at the conformation of the starting complex
(i.e., the closed form) and the computed energy for the M4
minimum (i.e., the products) has no physical sense, because
such a structure is not reliable for the real biological sys-
tem which would naturally relax by opening the active site
via rotation of the “flaps”. This dynamical process cannot be
accounted for in our QM/MM model and computations cor-
rectly predict a high energy value for such a stressed geome-
try. However, the first part of the path if very similar for both
the QM and QM/MM model systems (e.g., the barrier to
the formation of the diolic intermediate is almost the same).
Thus, we hypothesized that in the early region of the reac-
tion coordinate the destabilizing factors are too low to play
a key role, because the substrate backbone is substantially
unchanged with respect to the products and the hydrogen
bond network (responsible for substrate recognition) is still
effective. As the system moves along the reaction coordinate,
the breakable peptide bond becomes weaker until the sub-
strate is broken in to two fragments, which immediately go
apart. We believe that the new hydrogen bonds configuration
can destabilize the complex between enzyme and products,
thus preparing the opening of the flaps and the release of
the hydrolyzed product [85,86]. The endo-ergonic nature of
the computed QM/MM profile may be seen as a clue of that.
Under this point of view, this result highlights the importance
of the cooperative effect of the surrounding protein environ-
ment in triggering the finals steps (i.e., product release) of
the reaction.

3.5 The “set-up” problem

As seen above, a QM/MM code is generally based on many
assumptions and approximations and not all the molecu-
lar system can be successfully studied under these limita-
tions. For example, extreme caution is needed in choosing the
QM-MM boundary because most programs (like our own)
may give unphysical results if the broken bond is not a
C(sp3)–C(sp3) one. Thus, cutting a bond more polar than
an aliphatic one gives problems in the charge redistribution
and choosing a Q1 atom that is different from a carbon atom
may affect the validity of the hydrogen atom link approach.
Some technical features can be adopted to partially solve
these problems, but a good idea is to find the best compro-
mise between the right boundary choice and the size of the
QM sub-region. This decision can be taken on the basis of
simple considerations: (a) we can extend the QM frontier
until the boundary satisfies the conditions above, but one
have to remember the proportionality between the size of the
QM region and the cost of its calculation; (b) the better sys-
tem should have a small localized reactive region and some
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aliphatic QM-MM boundary bonds near (but not in contact
with) the reactive core.

Another important issue concerns the availability of MM
parameters for the system under investigation, including the
QM part. In fact, given the subtractive approach used for
energy computation [see Eq. 1], all QM-MM bonded and
non-bonded cross interaction terms (except for the electro-
static effects for which the electrostatic embedding procedure
is adopted) are computed at the MM level. Thus, in order
to properly describe these QM-MM cross interaction terms,
it is important to assign good MM parameters also to the
QM atoms, even if the energy and force contributions of the
high layer are computed by mean of a QM calculation. For
example, it is of fundamental importance to have the correct
Lennard–Jones parameters for all the (QM) atoms so that
the Van der Waals terms are correctly accounted for. Any-
way, bonded cross terms (i.e., stretching, bending and tor-
sional contributions) for a bond placed at the frontier involve
only up to one, two and three atoms of the high (QM) layer,
respectively. Thus, only the frontier atoms (and its —one or
two bonds— adjacent neighbors) are important in the cal-
culation of bonded cross interactions and MM parameters of
bonded terms are not necessary for the other QM atoms. This
is important since, while the intimate nature of the atoms of
the reactive core may change during the reactive process,
frontier atoms are not expected (hopefully) to change, which
allows the use of the same MM parameters for these atoms
all throughout the reactive process.

On the basis of all these considerations, in order to get
meaningful results, it would be preferable to put the fron-
tier at least four bonds from the reacting region, if possible.
Unfortunately, this is often hard to do, due to the overwhelm-
ing size of the corresponding QM region and one has to make
a compromise.

Charges represent another delicate point in system set-
up. Since the electrostatic QM-MM cross interactions are
calculated at the QM level (i.e., electrostatic embedding),
the results may be very sensitive to the charge distribution,
even away from the reactive region. Many residues in an
enzyme have an acidic or basic character and, according to
their protonation state (which is strongly influenced by the
close environment), they can carry a net negative or posi-
tive charge. This may lead to a system with a net (non-zero)
charge. Two main questions arise: is it possible to systemat-
ically assign the protonation state of the residues? And what
is the best way to deal with a net charge in the system? The
answers are not unique and strongly depend on the system
under study. In general, the easiest procedure it to manu-
ally assign the protonation state of the residues that are part
of the active site (by means of some available experimental
data, for example), which are the most important ones, while
some more general procedures may be used to assign the pro-
tonation state of all other residues (e.g., based on the pH of

the surrounding media or of the local environment, such as
using the H++ algorithm [57]): they are easy to use but care
is needed for the active site region and a supervision of the
final result is highly encouraged to correct for some incom-
petence of the software. Often, after this protonation phase, a
net (non-zero) charge exists in the system. To avoid problems
in QM/MM calculations some authors have proposed to scale
the charges on titratable groups in order to avoid the presence
of a net charge on the system. We think this can be a good
procedure if these residues do not play an interesting electro-
static effect on the reactive process under study; but it is not
a general method. Another procedure, widely used in MM
molecular dynamics, is to assign a right number of counter-
ions (usually Na+ or Cl−) at the surface of the protein, in
order to correct for the charge imbalance and have an electro-
neutral system. Anyway, this procedure suffers from partiality
in placing the counter-ions. In the section below we present
an alternative procedure that we have recently developed for
the investigation of an enzymatic reaction.

3.5.1 Handling a system bearing a net charge

The treatment of electrostatic interactions within proteins
has been extensively reviewed and discussed in some recent
papers [87–89] and herein we neither want to present a further
comprehensive analysis of this problem nor a method of gen-
eral validity. Nevertheless, in the enzymatic study reported
here particular care and attention must be devoted to properly
handle electrostatic effects (due to charged residues) that sug-
gest a novel non-standard approach to the problem. Specifi-
cally, in this section we present the preliminary studies (i.e.,
the model set-up) for the investigation of the reaction mech-
anism of the TcPRAC [90] enzyme. This is the first eukary-
otic proline racemase, which was found in the pathogenic
parasite Trypanosoma cruzi, responsible of the endemic Cha-
gas’ disease. TcPRAC catalyzes the reversible stereoinver-
sion between the L-proline and D-proline, making no use
of cofactors. Two residues of cysteine (Cys130 and Cys300)
are involved in the catalytic activity, as proved by mutagen-
esis experiments [91]. Iodometric titrations also showed that
one of these residues is unprotonated bearing a net negative
charge. On the basis of recent crystallographic data for an
inhibitor/enzyme complex [92], a possible mechanism has
been proposed: the two Cys residues can play a concerted
general acid–base catalysis, by the deprotonation of the Cα

of the L-Pro substrate (Cys130) and the following proton-
ation (Cys300) on the opposite face to give the product D-
Pro. Since the mechanism and its details are still unknown,
we decided to investigate the reaction path, in order to dis-
criminate between a concerted or a step-wise pathway and to
know if the co-crystallized inhibitor [92] mimics a transition
state or a labile intermediate. To set the system up we used
the 1W61 pdb data file. We used the H++ [57] program to add
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Fig. 16 Distribution of the
added point charges (purple
spheres) around the TcPRAC
enzyme. Negatively and
positively charged residues are
represented, respectively, with
red and green surfaces. In Mod0
the total charge of the enzyme is
not counterbalanced by any
added charge

missing hydrogens (on the basis of the assigned pH ≈ 7.0 the
program assigns the protonation state of titratable groups). In
order to verify the above-mentioned mechanistic hypothesis,
we removed the thiolic hydrogen atom of Cys130, eventu-
ally leading to a total charge for the system of −10. Using a
tool (“leap”) of the Amber8 package, an appropriate number
of positive ions was placed to neutralize the overall charge.
This program places the counterions in a shell around the
enzyme using a grid of Coulombic potential. Three different
ways of balancing the 10 negative charges were tried, using
(1) 10 Na+ ions (Mod1), (2) a set of 500 (Mod2) and (3) a
set of 1,000 (Mod3) pseudo-ions (with Na+ Lennard–Jones
parameters) whose partial charges were of +0.02 and +0.01,
respectively. Finally, also the unbalanced (i.e., not neutral-
ized) −10 charged system (Mod0) was considered for refer-
ence (see Fig. 16 Table 4).

The crystallographic structure of the system was refined
via MM (ff03) [32] optimizations by adding no counterions
but using the implicit Born solvation method [37] to simulate
the aqueous medium. We then studied the model systems at
the QM(DFT/B3LYP/DZVP)/MM(ff03) [32] level, assign-
ing to the high layer the substrate and the side chains of
Cys130 and Cys300 and introducing a medium layer to con-
tain the active site; all the remaining residues were assigned to
the low layer (Fig. 17). The systems were optimized by keep-
ing frozen (at their MM optimized position) all the residues

Table 4 Number and value of the point charges added to the model
system used for the QM/MM study of TcPRAC

Model Overall Added Charge

name charge charges value

Mod1 0 10 +1

Mod2 0 5,00 +0.02

Mod3 0 1,000 +0.01

Mod0 −10 – –

on the surface, including the added ions or pseudo-ions. Two
minima were identified on the PES for each model system,
corresponding to the reactant (ENZ-[L-Pro]) and the product
(ENZ-[D-Pro]) complex called, respectively, M1 and M2.
We evaluated the equilibrium between the two minima by
computing the relative energy of M1 and M2 for each set-up:
the three electro-neutral models plus the charged system.

In Table 5 and Fig. 18 we report the computed �EM2−M1

values. It is noticeable that in all cases M2 is less stable than
M1. We think this is a clue for the lower affinity of the enzyme
for D-Pro and that this can be the basis for the protein confor-
mational changes that allow the final release of the product to
the aqueous medium. Under this respect, �EM2−M1 can be
correlated to the binding constant between the enzyme and
the two enantiomers of proline.
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Fig. 17 Model system used to
study the reactant–product
equilibrium in the TcPRAC
enzyme

Table 5 Energy difference between the two minima: �EM2−M1 =
EM2 − EM1; Ec represents the electrostatic contribution to �E due to
the added external charges (ions or pseudo-ions); EEnz represents the
contribution from the enzyme itself

Model �EM2−M1 Ec (kcal/mol) EEnz (kcal/mol)

name (kcal/mol)

Mod1 10.14 7.87 2.27

Mod2 3.37 1.20 2.17

Mod3 2.44 0.46 1.98

Mod0 2.68 0 2.68

It is worth noting that �EM2−M1 decreases (see Table 5)
when increasing the number of the added charges to reach
a value that is almost identical to the one obtained for the
unbalanced system (Mod0). We noticed that the contribution
to �EM2−M1 due to the enzyme residues is almost constant
in all considered cases, and that the difference is mainly due
to the added charges (see Appendix 1 for the details). As we
can see in Fig. 18, the effect of point charges decreases when
increasing their number (keeping constant the total charge
value). This behavior can be explained if we consider the
nature of the chemical reaction under study and the method
we used to place the charges. As the reaction takes place,
passing from M1 to M2, a net charge moves from Cys130
to Cys300 (Fig. 19) thus changing the dipole moment of the
molecule; since the ions (which are placed on the basis of
the electrostatic potential at the surface) are not allowed to
move, they stabilize the initial minimum (M1) better than the
other (M2). When using only few point charges (Mod1), the

effect of stabilizing the M1 minimum characterized by a net
charge near the surface is very strong, but when the num-
ber of charges increases (Mod2 and Mod3), and the single
value of each charge diminishes, then this stabilizing effect
decreases, because the charge cloud is isotropically spread
all around the enzyme. For this reason, we preferred to select
the unbalanced system (Mod0) for the study of the enzymatic
process; in fact we believe the standard method of balanc-
ing the net charge of the system using external charges can
lead to an error in this case. Of course, an even better model
would be to consider the enzyme in a solvent box of explicit
molecules with the right number of Na+ ions fully solvated
and equilibrated (i.e., after an appropriate MD run).

Finally, it is worth to point out that here we do not want to
present our approach as a generally valid procedure. Anyhow,
our data strongly suggest the need of an improved descrip-
tion of medium/long-range electrostatic interactions in order
to improve the physical reliability of the simulations in this
specific case. This clearly reveals the delicateness of this
issue, and an alternative approach to the problem has been
shown.

4 Conclusions

A versatile approach for QM/MM computations (i.e., geom-
etry optimizations as well as molecular dynamics) has been
illustrated here, which allows up to a three layers partitioning
of the investigated molecular system. This partitioning does
correspond to different levels of accuracy both in energy/gra-
dients computations and in the optimization (or MD) proce-
dure. It results that the current implementation is a general
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Fig. 18 Bar diagram representing the energy difference between the
M2a and the M1a minima for all the models studied. The contribution
of added point charges is reported in each case as a red portion of the
whole bar

Fig. 19 QM portion (i.e., model-H) of the QM/MM model system used
for the study of TcPRAC

hybrid approach with a modular structure that is able to inte-
grate some specialized programs, thus increasing the flexi-
bility/efficiency of QM, MM and QM/MM computations.

The flexibility and reliability of this implementation has
been supported by several test examples, which span the wide
and diversified area of chemistry, from ground to excited
states topics: biochemical, photobiological and super/supra-
molecular applications have been presented for this purpose.
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Appendix 1 the direct fingerprint analysis

This analysis is performed at the QM/MM optimized geom-
etries. It gives semi-quantitative information about the capa-
bility of a certain residue to stabilize/destabilize a specific
critical point with respect to another.

The analysis on two generic critical points A and B is per-
formed by means of a series of single point QM calculations
(SPc) on the QM region (i.e., model-H, see Fig. 4) of A and
B (basing on the optimized QM/MM geometry).

A QM calculation in vacuo on the QM region (i.e., model-
H) alone gives the energy reference values EA

0 and EB
0 . Then,

N SPc (where N is the total number of residues we want to
analyze) are performed, where model-H is surrounded by
the atomic point charges of the i th residue only, which are
placed according to the coordinates of the atoms of the i th
residues; this gives N EA

i and N EB
i energy values, as well as

the corresponding self energy of the charges eA
i and eB

i (which
represent the pure electrostatic contribution among the point
charges of the i th residue, only). Since the first term com-
prises the second, the difference CA

i = EA
i − eA

i − EA
0 and

CB
i = EB

i −eB
i −EB

0 gives only the electrostatic (i.e., coulom-
bian) contribution Ci of the i th residue on the QM region (i.e.,
model-H) of A and B, which is the term we want to evaluate
(note that non-bonded terms comprise both electrostatic and
Van der Waals contributions and, in principle, also the latter
should be estimated; nevertheless, Van der Waals terms are
far smaller than the former, even for residues close to the
QM region and can be neglected). If we compare for each
i th residue the values of CA

i and CB
i , we obtain the stability

parameter Si = CB
i − CA

i for the i th residue. If Si > 0 (i.e.,
CB

i > CA
i ) then the i th residue stabilizes A more than B,

while if Si < 0(i.e., CB
i < CA

i ) the i th residue stabilizes B
more than A.

In the specific problem seen above (Sect. 4.1), A and B
are represented by the minima M1 and M2. All the ions (or
pseudo-ions) are considered as a unique residue, in order to
evaluate the electrostatic contribution of all the added charges
at a time (purple portion in the bar diagrams of Fig. 18). By
difference with the total energy �EM2−M1 we estimate the
contribution due to the enzyme residues only (blue portion
in the bar diagrams of Fig. 18).

Appendix 2. The construction of the real system

A particular care is needed in redistributing charges if the
boundary region cuts one or more covalent bonds. Specifi-
cally, MM computations need a topology file for the whole
system (real) that contains the connectivity data and the
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atomic point charges assigned on the basis of the adopted
force field. The sum of all the atomic charges gives the total
charge of the real system (Qreal), which is necessarily a net
charge and must be a constant value all through QM/MM
calculations. Thus, before starting calculations, atomic point
charges for the whole system atoms have to be assigned and
their sum must be a net constant value; but while the charges
for the atoms in the MM region will remain constant through-
out the course of all QM/MM calculations (at least this is our
case, since we do not use a polarizable force field), charges
for the QM atoms are generated at each step from the wave
function and may change accordingly, which may lead to a
variable fractional total charge for the model system (note
that when the real system is split in model and pod (see
Fig. 4), the corresponding total charges, Qmodel′ and Qpod′

,
are not necessarily net constant values although it is their sum
Qreal = Qmodel′ + Qpod′

). QM calculations are performed
on model-H, whose net charge Qmodel−H and multiplicity are
imposed by the user. To prepare a suitable topology file and
grant invariability of the system total net charge, in the current
implementation we force the total charge of model (Qmodel)

to be equal to that of model-H by redistributing the charge
difference �Q = Qmodel−H − Qmodel′ over the QM atoms
(we do that proportionally to the magnitude of each QM atom
charge, but alternative strategies are also possible). Thus:

Qmodel′ + �Q = Qmodel−H = Qmodel

Obviously, to conserve the total charge of the system (Qreal),
also the total charge of pod (Cpod) has to be modified by
redistributing an opposite charge value (– �Q) over the MM
atoms:

Qpod = Qreal − Qmodel = Qreal − (Qmodel′ + �Q)

= (Qreal − Qmodel′) − �Q = Qpod′ − �Q − �Q

= Qpod − Qpod′

For pod (i.e., the MM atoms) this is done only once, i.e., for
the starting geometry during the initial set-up stage and, as
stated above, these charges do not change any more. This
charge redistribution process may be accomplished accord-
ing to different strategies since the choice is not unique
(mostly depending an the system under study). Here, we can
draw some general guidelines on the basis of our experience.
When studying an enzymatic system the procedure is quite
complex, because all the residues have a net charge. In this
case, – �Q is equally redistributed only on the MM atoms
of pod belonging to the residues crossed by the boundary
line (thus leaving a net charge on ach one) and these new
atomic point charges of pod will not change anymore during
QM/MM calculations (i.e., we do not use a polarizable force
field); then, emb is generated from pod at each step (see Fig. 4
and discussion in Sect. 2), to be included in the QM calcula-
tion according to the electrostaic embedding scheme [7].

Another crucial point is how to handle charges in the QM
region. In many cases the charges of this region are not cor-
rectly parameterized in the adopted force field, or they are
completely unavailable. In these cases it is necessary to get a
guess of the charges to perform the first calculation step and
different approaches are possible for accomplishing this task;
for example, we found that computing the wave function of
model-H at the AM1-BCC [53,54] (or a low ab initio) level
gives a good starting point. Anyway, during the QM/MM
calculation, the wave function of model-H is computed at the
higher level (including the effect of the electrostatic embed-
ding) and its charges reevaluated. Thus, according to the flow-
chart of our code (Scheme 1), at the end of each cycle the
complete set of charges of real is reassembled using for model
the charges computed at the high QM level. It is worth repeat-
ing that QM calculations are performed on model-H and the
obtained charge includes H link atoms. According to the pro-
cedure described above, at every cycle we redistribute the
charges of the H link atoms (�Q) on the model (QM) atoms.
Thus, by adopting all these precautions, the total charge of the
system (Qreal), as well as the total charge of model (Qmodel =
Qmodel−H) and pod (Qpod) is preserved. The atomic point
charges of pod are preserved all over the QM/MM calcula-
tions, while the charges of model do change at every step,
according to the computed QM electronic distribution.
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